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57 ABSTRACT

The present invention is a computer system and associated
method configured to in support of solving NP-complete
problems such as minimal Hamiltonian cycle type problems.
According to the invention, a primary network represented
by the matrix of its edges is recorded in the memory space,
and an equivalent representation of the primary network is
formed as a set of subnetworks. Nodes of a present path are
reordered according to a set of reordering rules and edge
weights of edges of the set of subnetworks are changed
according to a set of edge weight changing rules.
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Cio=46-46=0 SUBNETWORKS

Cp3=29-46-37=-54 WEIGHTS 1 2 3 4 5 8
Ci2 0 0 -20 -46 -14 52

Ci3 0 38 0 -106 15 -16

Cis 0 18 24 0 39 -66

Cis 0 62 -15 73 0 -76

Cis 0 2 -8 80 22 0
—_C23 54 0 0 -50 9 -40

Cos 410 | 0 | 80 | 0 | -41 | -86
Cas -30 0 -9 7 0 -16

Cas 90 0 -44 60 -38 0
Cuy -50 22 0 0 48 -50
Css -59 87 0 -82 0 69

Cs 66| -14 0 96 | 15 0
Css -83 -35 -48 0 0 -83

Cag -76 32 -34 0 29 0

Css -66 -38 -15 63 0 0

Cog=27-71-22=-66
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SUBNETWORKS
WEIGHTS

1 2 3 4 5 6
Ci2 0 0 -20 -46 L3 -52
C13 0 -38 0 -106 15 -76
Ci4 0 18 -24 0 39 -66
Cis 0 -42 -15 -73 0 -76
Cis 0 2 -8 -80 22 0
Co3 -54 0 0 -50 11 -40
Cas -110 0 -80 0 21 -86
Cas -50 0 -1 -13 0 -36
Cxs -90 0 44 -60 -18 0
Caq -50 22 0 0 48 -50
Cas -59 47 0 -82 0 -69
Cas -66 -14 0 -96 15 0
Css -83 -15 48 0 0 -83
Cap -76 32 34 0 29 0
Csp 66 A8 -15 63 0 0

FIG. 8A
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SUBNETWORKS
WEIGHTS

1 2 3 4 5 6
C12 0 0 -15 46 15 -69
Ci3 0 15 0 49 15 -69
Cia 0 18 -15 0 15 -69
Cis 0 15 15 -49 0 -69
Cis 0 15 -15 49 15 0
Ca3 -59 0 0 -46 15 -89
Cos -62 0 18 0 12 72
Cos -59 0 -15 -46 0 -69
C2s -59 0 15 46 15 0
Cas -59 18 0 0 15 -69
Cas -59 15 0 49 0 -06
C3s -59 15 0 49 15 0
Css -59 18 -15 0 0 -69
Cas -59 18 -15 0 15 0
Csg -59 15 -15 49 0 0

FIG. 9
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(1624 1013 257 658 225 85 1878 4939 672 1143 1001 2759 596 )
1517 916 53 456 92 276 1858 4855 518 893 843 2845 539
1211 738 617 307 615 843 1693 4492 426 349 549 2839 624
1820 1213 460 888 451 228 2028 5110 895 1373 1220 2826 79
769 814 1399 915 1364 1601 1358 3746 925 470 653 2590 1092
1007 777 1067 640 1052 1286 1572 4135 698 138 559 2790 900
533 508 1375 1004 1276 1425 530 3612 881 1148 720 1593 797
636 1155 2109 1668 2017 2188 288 2833 1564 1608 1295 1277 1536
1765 1154 319 781 329 92 2016 5080 805 1252 1136 2874 737
788 1383 2346 1671 2261 2450 645 2559 1782 1716 1480 1474 1789
1252 668 334 175 291 527 1634 4589 259 636 568 2689 363

96 584 1546 1078 1462 1655 518 3358 984 1011 694 1749 994
1380 862 468 361 492 700 1834 4680 489 543 696 2945 652
1161 561 404 158 329 054 1516 4499 166 661 497 2158 230
1735 1126 347 778 337 116 1971 5042 791 1260 1120 2814 707

0 611 1565 1084 1485 1686 589 3338 998 971 692 1821 1028
S17 878 1075 974 3942 408 666 222 2102 418
508 103 232 1898 4903 568 946 894 2871 578

0 455 690 1491 4418 128 502 395 2584 316
236 1802 4820 496 924 827 2767 482

0 1955 5009 717 1159 1049 2845 661
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COMPUTER SYSTEM CONFIGURED IN
SUPPORT OF SOLVING NP-COMPLETE
PROBLEMS AT HIGH SPEED

This application is a continuation-in-part of application
Ser. No. 09/006,367 filed Jan. 13, 1998 now abandoned,
entitled COMPUTER SYSTEM CONFIGURED TO PRE-
CISELY SOLVE-NP COMPLETE PROBLEMS AT HIGH
SPEED, which is incorporated herein by reference.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The invention relates generally to computer systems, and
specifically to a computer system specially configured in
support of solving NP-complete type problems of the poly-
nomial difficulty.

2. Background of the Prior Art

It is known that a precise solution to an NP-complete type
problem of discrete mathematics, such as the problem of
finding the minimum Hamiltonian cycle in a Hamiltonian
network, can be found by constructing all possible solutions
of the problem and selecting the optimal solution among
them. The problem with this method of constructing and
comparing all possible solutions is that, since the number of
possible solutions depends on the problems dimension N as
NI, existing computers can construct and evaluate the set of
possible solutions within a practical amount of time only in
the case where N is sufficiently small. Significant time
delays of up to several minutes and attendant component
degradation are observed in the case where currently avail-
able computer systems are employed to solve moderate node
sized minimal cycle problems (e.g. N=10-20) using the
approach of constructing all possible solutions. As the
number of nodes increases, computation time requirements
increase exponentially. It is estimated that the fastest avail-
able computer system would require at least one month of
computation time to precisely solve a simple 30 Node
minimal Hamiltonian cycle problem wherein a primary
network contains non-binary edge weights using a construct-
all-solutions approach.

Currently available computer systems which claim to
provide solutions to Hamiltonian cycle problems within a
reasonable time employ methods having method steps based
on approximations of exact solutions. Accordingly, these
systems cannot be relied upon where an exact solution to an
NP-complete type problem is required.

Other attempts have been made to model Hamiltonian
networks using resistive circuits. Studies have shown that a
minimum Hamiltonian cycle can be defined by Kirchoff’s
equations. Nevertheless, as is the case with existing
computer-implemented methods, problems have been noted
in the accuracy attainable with methods based on physical
modeling.

There exists then a need for a computer system configured
to precisely solve NP-complete type problems such as
Hamiltonian cycle problems within a practical time frame.

SUMMARY OF THE INVENTION

According to its major aspects and broadly stated, the
present invention is a computer system comprising a micro-
processor in communication with a memory space that is
configured to precisely solve NP-complete type problems,
including problems which, based on the number of nodes,
have large dimensions. The computer system is configured
to solve the minimal Hamiltonian cycle of a primary net-
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work comprised either of edges having non-binary (which
may include positive and negative weights) or of binary (0
or 1) valued weights.

The computer-implemented method includes the steps of
recording in a computer memory space a primary network
represented by the matrix of its edge weights; forming an
equivalent representation of the primary network as a set of
N subnetworks; improving a path of the network by reor-
dering the nodes of the path according to a predetermined set
of reordering rules; transforming the set of subnetworks by
changing weights in the subnetworks according to a prede-
termined set of edge weight changing rules; and repeating
the improving and transforming steps until an exit condition
is satisfied.

In the forming step for separating the primary network
into N subnetworks, each subnetwork is formed by changing
the weights of certain edges of the primary network so that,
in each formed subnetwork, all edges incident to one node
of the subnetwork have zero weight.

In the improvement step, a starting path, or ordering of
nodes is selected, and improved by reordering the nodes of
the network according to a predetermined set of reordering
rules. The ordering of nodes after the first or any subsequent
reordering is referred to as the present minimal path. In one
variation of the improvement step, data from the first sub-
network is used while the path is subjected to a test wherein
the weight of a connecting edge connecting a certain node of
the path is compared to the edge weights of remaining
non-incident edges of the present path. If the weight of the
connecting edge is less than that of any remaining in the
path, than the path is reordered so that the node connected
by the connecting edge is interposed between the pair of
nodes connected by the path edge having greater weight than
the connecting edge. After the path is reordered considering
the edge weights of the first subnetwork, the test is applied
using the reordered cycle and the weights of the cycle of the
second subnetwork. The improvement procedure continues
until a termination condition is satisfied.

When the improvement procedure is complete, the edge
weights of certain edges of each subnetwork are changed
according to a set of edge weight changing rules in a
transformation step according to the invention. In one varia-
tion of the transformation step, each subnetwork is subjected
to a test wherein the weight of a connecting edge of an initial
node of an improved path (as determined in the preceding
improvement step) is compared to the edge weights of
non-incident edges of the path. If the connecting edge has a
weight greater or equal to the maximum edge weight of the
remaining non-incident edges in the path, then edge weights
of certain edges in the set of subnetworks are changed by an
amount determined by the difference between the edge
weights of certain connecting edges of the path. The edge
weight changing procedure is carried out for each subnet-
work of the set of subnetworks until a termination condition
is satisfied.

The improvement step and the transformation step are
repeated until an exit condition is satisfied. An exit condition
is satisfied either if the present minimal path is not reordered
on application of the set of reordering rules, or the edge
weight of the edges of the set of subnetworks are not
changed on application of the edge weight changing rules.
When an exit condition is satisfied, the ordering of the
present minimal path during the most recent application of
the improvement step is stored in the computer system’s
memory space as the minimal passage along the Hamilto-
nian cycle, and the sum of edge weights associated with the
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path is stored in the memory space as the value of the
minimal Hamiltonian cycle.

A major advantage of the invention is that the computer
implemented method dramatically reduces the computa-
tional time necessary to solve minimal Hamiltonian cycle
problems, as compared to the only known alternative precise
solution method involving constructing and comparing all
possible solutions. As a result, the method frees up computer
systems configured to solve minimal Hamiltonian cycle
problems to perform other tasks, or to solve additional
minimal Hamiltonian cycle problems within a given time
frame. The dramatic reduction in the number of data trans-
fers required to solve minimal cycle problems also signifi-
cantly reduces computer component degradation resulting
from the required data transfers.

These and other features and advantages of the present
invention will become apparent to skilled artisans from the
detailed description of the preferred embodiment hereinbe-
low.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of a computer system in which
the present invention may be implemented;

FIG. 2 is a flow diagram illustrating a minimal Hamilto-
nian path finding method according to the invention;

FIG. 3 is a graphical representation of a primary network
which is recorded into a memory space in a recording step
according to the invention;

FIG. 4 is a graphical representation of a partially formed
subnetwork formed in a forming step according to the
invention;

FIG. 5 is a tabular representation of a set of N subnet-
works formed in a forming step according to the invention
shown together with a graphical representation of a primary
network;

FIGS. 6A-6H show graphical representations of a series
of minimal present paths developed during application of an
improvement step according to the invention;

FIGS. 7A-7B show graphical representations of a pro-
gression of minimal present paths developed during appli-
cation of an improvement step according to the invention;

FIG. 8A is a tabular representation of a present set of
subnetworks formed on completion of the first stage of the
transformation step;

FIG. 8B shows a graphical representation of data corre-
sponding to the present minimal path and the initial set of
subnetworks considered the first stage of the transformation
step;

FIG. 8C shows a present primary network formed during
the first stage of the transformation step;

FIG. 9 is a tabular representation of a present set of
subnetworks developed during application of the transfor-
mation step according to the invention;

FIG. 10 is a tabular representation of a primary network
corresponding to a 30 node machine tool movement prob-
lem;

FIG. 11 is a tabular representation of a primary network
corresponding to a 51 node Traveling Salesman Problem;
and

FIG. 12 is a tabular representation of a primary network
corresponding to a 50 node Hamiltonian cycle in graph
problem.

DETAILED DESCRIPTION OF THE
INVENTION

Shown in FIG. 1 is a block diagram of a computer system
in which the present invention may be implemented. Com-
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puter system 10 includes a processor 12 in communication
with a memory space 14 which typically includes memory
elements of two main types including a read-only memory
device for storing a program for operating processor 12 and
a read-write memory device primarily for storing data
operated on by processor 12.

As is well known to skilled artisans, a program compris-
ing instructions recognizable by processor 12 enabling com-
puter system 10 to operate in accordance with a certain
protocol may be stored on a transportable memory device
such as a floppy disk or compact disk. Processor 12 may read
the program instructions directly from the transportable
memory device in which case the transportable device forms
part of memory space 14 of system 10, or else processor 12
can read an entire set of program instructions from the
transportable storage device, write the entire set of instruc-
tions into a non-transportable memory device storage loca-
tion of memory space 14, and execute the instructions by
reading them from the non-transportable memory device
storage location without further reading of the instructions
from the transportable memory device.

The present invention is a computer system configured to
solve NP-complete problems of the polynomial difficulty
within a time frame polynomially dependant on the prob-
lem’s dimension. Described herein are particular solutions
for the NP-complete problems of determining the minimal
Hamiltonian cycle in a non-binary network comprised of
edges which may have positive and negative weights, and
the problem of determining the Hamiltonian cycle in graph.
The Hamiltonian cycle in graph problem refers to the
particular case where a network comprises binary edge
weights equal to 1 or 0. Numerous engineering problems can
be modeled as minimal Hamiltonian cycle problems.

Commonly encountered engineering problems which can
be modeled as minimal Hamiltonian cycle problems include
problems such as the Traveling Salesman Problem which
serves as the model for such particular problems as the
delivery of post and goods, and routing for public transpor-
tation and emergency vehicles; the problem of object move-
ment along a path, including the problem of machine tool
movement; various communications network problems; data
delivery via computer network problems; and various pro-
duction planning problems.

Cook’s theorem states that if one NP-complete type
problem of the polynomial difficulty is solved, then solutions
exist to all problems belonging to this class. (Cook, S. A.
“The Complexity of Theorem-proving Procedures,” Proc.
3rd Ann. ACM Symp. On Theory of Computing Machinery,
New York, 151-158 (1.5; 2.6; 3.11; 5.2; Al.4; A9.1) (1971)).
Accordingly, skilled artisans will recognize that the inven-
tions described herein can be adapted to solve NP type
problems of the polynomial difficulty which can be mod-
elled as Traveling Salesman and Hamiltonian cycles in
graph problems.

Problems of the type which the present invention may be
adapted to solve are discussed in (Computers and
Intractability, by Michael R. Garey and David S. Johnson,
Bell Laboratories, Murray Hill, NJ., W.H. Freeman & Co.,
San Francisco, 1979.

A flow diagram illustrating the major steps of one
embodiment of the invention is shown in FIG. 2. A method
according to the invention includes the steps of, at step 20,
recording in a computer memory space a primary network
represented by the matrix of its edges; at step 22 forming an
equivalent representation of the primary network as a set of
N subnetworks; at step 24 improving a cycle of the network
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by reordering the nodes of the cycle according to a set of
reordering rules; at step 26 transforming the set of subnet-
works by reducing weights in the subnetworks according to
a set of changing rules; and repeating the improving and
transforming steps until an exit condition is satisfied.

The formation of a set of equivalent subnetworks from a
primary network is a major feature of the invention. This
method step developed by the inventors reveals properties of
the primary network which cannot be determined without
equivalent network formation, and provides a framework for
isolating a minimal Hamiltonian path in the primary net-
work.

The individual steps of the method described above are
described with reference to FIGS. 3 through 9 showing
graphical and tabular representations of various networks
and subnetworks constructed and operated on at various
stages in the method’s operation.

A graphical representation of a primary network, which is
recorded into memory 14 in a first step of a method
according to the invention is shown in FIG. 3. If the
NP-complete problem being solved is a Traveling Salesman
type problem then Nodes 1-6 of the network shown corre-
spond to various cities while edges e.g. Edge C,.=71
correspond to distances between the various cities. If the
problem involves control of an object in space then Nodes
1-6 may correspond to positions required to be realized by
the object while the edges of the network may represent
distances or times required to move between those various
positions.

An example of a six node primary network which is
recorded into memory space 14 in the first step of the
method is shown in FIG. 3. While the present invention can
be applied to solving problems involving very large
dimensions, a simple six node problem is selected to illus-
trate the major features of the invention. The primary
network is represented by a matrix of its edges weights. The
nodes of the network are numbered Nodes 1-6, while the
weights of the edges are listed adjacent to the line segments
shown connecting the various nodes, e.g. C,5=27. In the
actual recording of the primary network into memory space
14 of computer system 10, cach edge weight may be
recorded into a particular memory space location that is
designated according to the pair of nodes that a particular
edge connects.

In the description of the invention which follows the
definition of certain terms should be well understood. The
term “incident” is used herein to refer to an edge that extends
from a certain node. For example, the edges C,,, C;3, Cys,
and C,, are the edges in the primary network incident to
Node 1. A “connecting edge” of a particular node herein
refers to an edge that connects nodes incident to edges
incident to the particular node. For example, the edge
between nodes 2 and 6, C,, is the connecting edge of node
1. An “initial node” of a path refers to the node correspond-
ing to the number of the subnetwork whose data is being
applied in a method step described herein. That is, if data
from a first subnetwork is being applied, the initial node is
node 1. If data from a second subnetwork is applied, the
initial node is node 2, and so on. A Hamiltonian cycle of the
primary network refers to the sum of a sequence of edge
weights along a path which contains all nodes of the
network. A Hamiltonian cycle may also be referred to as a
Hamiltonian value. A Hamiltonian “path” of a network,
meanwhile, refers to an ordering of nodes in a network.
Thus, in the primary network shown in FIG. 3, the path
H(1-2-3-4-5-6-1) has a Hamiltonian cycle of 46+29+65+
17427+71=255.
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The number of Hamiltonian cycles in a network is large
and is equal to (N-1)!. Thus, it can be seen that a method for
finding the minimum Hamiltonian cycle by calculating the
length of each candidate cycle and sorting out among them
the cycle having the shortest length would be impractical for
even the fastest available computer systems of the type
having the general configuration shown in FIG. 1. The
method described herein involves mathematical simplifica-
tions which make it possible to find a precise minimal
Hamiltonian cycle in a recorded primary network without
calculating the length of each candidate cycle. The method
is specifically designed for application in a computer system
of the type described in FIG. 1 in that the method provides
for a precise solution to the problem of finding a minimal
Hamiltonian cycle when implemented in a computer system
of the type described with reference to FIG. 1, but has no
practical utility outside of such implementation.

The second step in the method of the invention, involving
forming an equivalent representation of the primary network
by separation of the primary network into a set of N
subnetworks, is described with reference to FIGS. 3 and 4.
In the forming step, the primary network is separated into a
set of N subnetworks, by subjecting a primary network to a
predetermined set equivalent network forming rules.
Specifically, each subnetwork is formed by changing each
edge weight of the primary network according to a method
wherein the edge weights of each edge incident to one node
of the resulting subnetwork are changed so that they have
zero weight. The formation of a set of equivalent subnet-
works from a primary network is a major feature of the
invention. This method step developed by the inventors
reveals properties of the primary network which cannot be
determined without equivalent network formation, and pro-
vides a framework for isolating a minimal Hamiltonian path
in the primary network.

The formation of the first subnetwork is illustrated with
reference to FIGS. 4 and 5. In the formation of the first
subnetwork, the weights of all edges of the primary network
incident to Node 2 are reduced by a unit according to the
edge weight of the edge between the first and second nodes
of the primary network, that is 46 units in the primary
network shown. FIG. 4 shows a partially formed first
subnetwork shown in its state after application of the first
part of the forming step for forming a first subnetwork.
When the partially formed subnetwork of FIG. 4 is formed,
the edge weights of each edge incident to Node 3 of the
partially formed subnetwork are reduced by a unit deter-
mined by the edge weight of the edge between Nodes 1 and
3 of the primary network, that is 57 units. After each edge
weight incident to Node 3 is reduced by the edge weight
between Nodes 1 and 3 of the primary network, each edge
weight incident to Node 4 of the resulting partially formed
first subnetwork is reduced by the weight of the edge
between Nodes 1 and 4 of the primary network of FIG. 3,
and so on until the first subnetwork is formed.

The second subnetwork of the set of subnetworks is
formed according to the same rules governing formation of
the first subnetwork except that the unit values by which the
weights of the network are reduced are determined accord-
ing to edge weights of the primary network that are incident
to Node 2 instead of being determined by the edge weights
of edges incident to Node 1 as in the formation of the first
subnetwork. In the formation of the second subnetwork the
edge weights incident to Node 1 is to be reduced in 46 units,
to Node 3 in 29 units, to Node 4 in 14 units, to Node 5 in
38 units, and to Node 6 in 27 units. For each subsequent
subnetwork, the edge weights of edges incident to the node
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corresponding to the subnetwork being formed may be used
to control the reducing of edge weights of the subnetwork.

A table representing the complete set of N subnetworks
for the primary network having N=6 nodes is shown in FIG.
5 together with primary network. The determination of
certain subnetwork edge weights determined according to
the forming step described herein from values of the edge
weights of primary network is illustrated graphically in FIG.
5. For example, the edge weight of edge Cs4 in the first
subnetwork is formed by taking the edge weight 27 of edge
Cs 1n the primary network subtracting 71, the edge weight
of the edge between Nodes 1 and 6 of the primary network,
and 22, the edge weight between Nodes 1 and 5 of the
primary network.

An example of the improvement step of the invention is
illustrated graphically with reference to FIGS. 6A-6H. In
the improvement step, a starting path, or ordering of nodes
is selected, and improved by reordering the nodes of the
network according to a predetermined set of reordering
rules. Typically, the path H[1-2-3 . . . (N-1)-N] is selected
as the starting path. Each subnetwork 1-6 in the set of
subnetworks shown in FIG. § is subjected to a test wherein
the weight of a connecting edge connecting a certain node of
the subnetwork is compared to the edge weights of the
present path (which is the starting path when the first
subnetwork is first subjected to the test). If the weight of the
connecting edge is less than that of any non-incident edge in
the present path, then the path is reordered so that the node
connected by the connecting edge is interposed between the
nodes connected by the path edge having a greater weight
than the connecting edge.

FIG. 6A shows a graphical representation of the starting
path H(1-2-3-4-5-6-1) corresponding to the first subnetwork
shown in FIG. 5. Applying the reordering rules to the first
subnetwork, the weight, —90, of “connecting” edge C,
connecting Node 1 as shown is compared to the edge
weights of the remaining edges in the path (e. g. =54, =50,
-85, -56) not incident to the node connected by the con-
necting edge. If the weight of the connecting edge is less
than the weight of any of the edges remaining in the path not
incident to the node connected by the connecting edge, then,
the length of the path can be reduced by placing Node 1
between the nodes connected by the edge having a greater
weight than the connecting edge. If several remaining edges
have greater weight than the connecting edge then the node
connected by the connecting edge should be placed between
the nodes connected by the edge having the greatest weight.
Thus, in the example shown in FIG. 6A, the starting path is
reordered by placing Node 1 between Nodes 3 and 4 as
shown.

Referring to FIG. 6B, the edge weight of the edge
connecting Node 2 using data from the second subnetwork
shown in FIG. § is then compared to the remaining edge
weights of edges in the path, and Node 2 is placed between
nodes whose connecting edge is greatest among those
greater than the connecting edge, and so on. The data used
to determine whether a path should be reordered is taken
from the subnetwork corresponding to the connecting node.
That is, when the path is applied to the reordering test using
data from the first subnetwork, the connecting edge is the
edge connecting Node 1. When the path is applied to the
reordering test using data from the second subnetwork, the
connecting edge is the edge that connects Node 2, and so on.
It is seen with reference to FIGS. 6C, 6D and 6E illustrating
the testing of the condition of whether the connecting edge
weight is less than any of the remaining edge corresponding
to data from the third, fourth, and fifth subnetworks respec-
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tively that if the connecting edge has a weight that is greater
than any remaining edge of the path, then there is no
reordering of nodes of the path. The described reordering
rules for reordering the present path are applied using data
from each subnetwork successively, considering the con-
necting edge to be the edge connecting the node correspond-
ing to the present subnetwork, until the path is not reordered
on N successive applications of the test using data from each
subnetwork of the set of subnetworks.

An alternative improvement step for improving the
present path is shown with reference to FIGS. 7A and 7B.
FIG. 7A is a graphical representation of the starting path
H[1-2-3-4-5-6] using data from the first subnetwork of the
set of subnetworks shown in FIG. 8. In the alternative test
for reordering a present path, it is considered whether the
sum of the weights of two internal cross edges connecting
nodes of the path, one of which is incident to the node of the
current subnetwork, is less than the sum of the weights of the
edges separating the cross nodes. If the sum of the cross
edges is less than the sum of the edges separated by the cross
nodes, then the path is reordered so that the cross edges are
considered part of the newly formed current path. In the
example using the first subnetwork data shown in FIG. 7A,
edge C,; incident to the node of the current subnetwork and
edge C,, crossing edge C, 5 are appropriate cross edges. The
edges “separated by the cross nodes” are the edges C,, and
C,,. Because the summary weight of the cross edges (-110)
is less than the summary weight of the edges (-50) separated
by the cross nodes, then the path segment 1-3-2-4 is sub-
stituted for the path segment 1-2-3-4 in the formation of a
new minimum current path.

When the path is reordered (or cannot be reordered) using
data from the first subnetwork, the test is applied using data
from the second subnetwork, as shown in FIG. 7B. Applying
an alternative path improvement step using data from the
second subnetwork, edge C,¢ incident to the node of the
present subnetwork, and edge Cs; are the cross edges while
edges Cs¢ and edges C, are the edges separated by the cross
nodes. Because the sum of the edge weights of the edges C,
and Cs; is less than the sum of Cs4 and C,5 then the path
segment 3-5-4-2-6 is substituted for the path segment 3-2-
4-5-6 in the formation of a next minimum path. Candidate
pairs of cross edges can be considered in succession during
application of the test. For example, referring to FIG. 7A,
whether or not application of the path reordering test using
cross edges C, 5 and C,, resulted in a reordering of the path,
then the candidate pair of cross edges C,, and C,5 could be
applied to the test before the test is applied using data from
the second subnetwork.

The improvement step is complete when application of
test using data from the complete rotation of data from each
of the N subnetworks does not result in any reordering of the
present minimal path.

Skilled artisan will appreciate that the improvement step
described herein can be carried out by applying the present
path to a reordering test using combinations of the first and
the alternative (the cross-edge) set of reordering rules
described herein. For example, in a first iteration, data from
the first subnetwork can be used to reorder the present
minimal path by subjecting the path to the reordering test
considering the weight of connecting edges while in a
second iteration data from the second subnetwork can be
used in a reordering test wherein the summary weights of a
pair of cross edges is considered.

A transformation step according to the invention for
reducing edge weights of a present primary network is
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described with reference to FIG. 5 showing a complete
initial set of subnetworks formed in a formation step accord-
ing to the invention, FIG. 8A showing a present set of
subnetworks formed on completion of the first stage of the
transformation step, FIG. 8B showing a graphical represen-
tation of data pertaining to the present minimal path, and the
initial set of subnetworks considered in the first stage of the
transformation step, and FIG. 8C showing a present primary
network formed during the first stage of the transformation
step, and FIG. 9 showing a present set of subnetworks on
completion of a last stage of a transformation step.

The present set of subnetworks shown in FIG. 9 is formed
in stages. In each stage of the transformation step, processor
12 considers a matrix using data corresponding to the
present minimal path (as determined during the last execu-
tion of the improvement step) and to one sequentially
selected subnetwork in the present set of subnetworks. The
processor then analyzes this data first to determine whether
a precondition is satisfied, and if the precondition is
satisfied, the processor determines from the matrix a reduc-
tion factor controlling the amount of weight reduction by
which certain edges in the present set of subnetworks are to
be changed.

In the first stage of the transformation step, processor
considers a matrix corresponding to the present minimal
path using data from the first subnetwork of the present set
of subnetworks. Because the present set of subnetworks is
the initial set of subnetworks during the first stage, the data
considered in the first stage of the transformation step is the
network shown in FIG. 8B, which is a network correspond-
ing to the present minimal path and the first subnetwork
from the initial set of subnetworks shown in FIG. 5.

During execution of each stage, processor 12 executes a
test to determine whether the stage will result in weights of
any edges of the present set of subnetworks being changed.
The precondition as it is applied during the first stage is
described with reference to FIG. 8B. In determining whether
edge weights in the present set of subnetworks are to be
changed during the stage, processor 12 compares the weight
of the connecting edge of the initial node (corresponding to
the number of the present subnetwork) to the weights of
edges of the path, excluding those zero-weight edges inci-
dent to the initial node. If the edge weight of the connecting
edge is greater than the maximal non-incident path edge,
then certain edge weights of the present set of subnetworks
are changed according to a set of edge weight changing
rules, which are described hereinbelow. If, however, the
connecting edge is less than or equal to the maximal
non-incident edge weight, then the stage ends, and proceeds
to a next stage of the transformation step.

In the example described the edge weight of the connect-
ing edge Cs3;=-59 is greater than the maximal non-incident
path edge weight C;,=-66. Because the precondition is
satisfied, processor 12 proceeds to determine a weight
change factor, A, for controlling the amount by which
weights of certain edges in the present set of subnetworks
are to be changed. In the first stage, a method for determin-
ing a weight change factor A, for a given stage of the
transformation step, where s indicates the stage is described
again with reference to the network of FIG. 8B. In deter-
mining a weight change factor A,, for the first stage,
processor 12 compares the weight of the maximal edge
weight of edges in the network of FIG. 8B to the weight of
the second greatest edge weight, excluding from consider-
ation the zero-weight incident edges C,5 C,5, C,,, C;, and
C, ¢ The weight change factor, A, is the difference between
the maximal non-incident edge weight and the second
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greatest edge weight. After determining a weight change
from A,, processor 12 reduces the maximal edge weight of
the matrix by A, so that it is equal to the weight of the second
greatest edge weight. In the example described with refer-
ence to FIG. 8B, the maximal non-incident edge weight is
C5,=-30 while the second greatest non-incident edge weight
is C,3==50. Processor 12 therefore reduces the maximal
edge weight Cs, by A;=20, so that the weight of edge Cs,
becomes Cs,=-50.

In the case that there are more than one equal maximal
edge weights, then the edge weight greatest in magnitude
after the more than one equal maximal edge weight is
considered to be the second greatest edge weight for use in
determining the value A for a given stage, and each of the
more than one maximal edge weights is reduced by A,. If
edge Cy, in the matrix shown were C, ,=-30, for example,
edge C;,=-50 would still be considered to be the second
greatest edge weight for the purposes of determining the
weight change factor A,, and the weight of both of the edges
Cs, and Cg, would each be reduced by A,=20.

According to the invention, a change of the weight of any
of the edges of the set of subnetworks is equivalent to
changing the corresponding edge of the present primary
network, which is represented by the initial primary network
of FIG. 3 before execution of the first stage of the transfor-
mation step. Thus, a reduction of edge weight Cs, in the first
subnetwork shown in FIG. 8B can be expressed as a
reduction in the weight of the same edge Cs, in the primary
network of FIG. 3. In the example shown, the reduction of
the edge weight of edge Cs, by A, in the matrix of FIG. 8B
to C5,=-50 is equivalent to reducing the edge weight of edge
Cs, in the primary network of FIG. 3 by A; to C5,=18. A
present primary network formed during the first stage of the
transformation step having edge weight Cs, reduced to
C5,=18 is shown in FIG. 8C.

When processor 12 reduces an edge weight or weights of
a previous primary network to form a present primary
network, then weights of certain edges in the set of equiva-
lent subnetworks must be changed so that the weights of all
edges in the present set of subnetworks correspond to the
edges of the present primary network. Processor 12 changes
edge weights of edges in the remaining subnetworks in the
set of subnetworks of FIG. 8A by applying the formation
rules for forming a set of subnetwork from a primary
network, as described herein previously. Subnetworks 2—6
shown in FIG. 8A are formed from the present primary
network of FIG. 8C by applying the formation rules applied
to form the set of subnetworks of FIG. 5 from the primary
network of FIG. 3. Specifically, in forming the remaining
subnetworks of FIG. 8A from the present primary network
of FIG. 8C, processor 12 reduces all edges incident to a
certain node of the present primary network by a value
determined by the edge weight between the corresponding
certain node in the primary network and the node in the
primary network corresponding to the number of the sub-
network currently being formed. For example, in forming
the xth subnetwork in the set of subnetworks of FIG. 8A,
each edge weight incident to node y of the corresponding
primary network is reduced by the edge weight between
nodes x and y in the primary network. The end result of
applying the equivalent subnetwork forming rules to the
present primary network of FIG. 8C is the set of equivalent
subnetworks of FIG. 8A. When the equivalent network of
FIG. 8B is formed, the first stage of the transformation step
is complete and processor 12 proceeds to the second stage of
the transformation step.

The method of forming a present set of subnetworks, as
shown in FIG. 8A, from a present primary network, as
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shown in FIG. 8C, can be simplified by changing only those
edge weight values in the set of subnetworks requiring
change without formally applying the subnetwork formation
rules for each edge weight value of the set of subnetworks.
Skilled artisans will recognize that various relationships
correlating a change in a given edge weight value in a
present primary network with changes required in edge
weight values in the present set of subnetworks can be
derived prior to execution of the program and then applied
during program operation. For example, reducing an edge
weight value, Cqr in a present primary network by A, for a
given stage s will result in an increase in subnetwork Q edge
weights incident to node r by A, units, an increase in
subnetwork R edge weights incident to node q by A, units,
and a reducing of all edge weight values Cqr by A, units in
subnetworks excluding the subnetworks Q and R. Edge
weight values changed during Stage 1 of the transformation
step in the example considered are underlined in FIG. 8A.

The second, and thereafter the sth, stage of the formation
step are executed in the manner of the first stage of the
transformation step, except that data used in determining
whether the precondition for edge weight reduction, and if
applicable, the weight change factor, A, for the stage is the
data from the present set of subnetworks, which will be
different from the initial set of subnetworks in the case that
any previous stages resulted in an edge weight reduction of
edges in the present set of subnetworks. Thus, for the second
stage of the transformation step, data from the subnetwork
of the second column of subnetwork shown in FIG. 8A is
considered. For application of the precondition test during
the second stage, the precondition is tested for of whether
the initial connecting edge C, corresponding to node N=2
is greater or equal to the weight of any non-incident edge
Css Csp, Cis, Csy. If the precondition is affirmed, the
non-incident edge weight having the second greatest value is
subtracted from the non-incident edge weight having the
greatest value to determine the weight change factor A,,
which is used to determine the amount by which weights of
certain edges in the set of subnetworks are to be changed,
described previously in connection with the description of
the first stage of the transformation step.

Processor 12 continues execution of the transformation
step for an undetermined number stages utilizing data from
successive present subnetworks (subnetwork 1 data is uti-
lized in the stage subsequent to the stage in which subnet-
work N data is used) until for N successive stages (a
complete cycle of subnetworks) processor 12 does not
reduce any edge weight of any edge in the present set of
subnetworks. That is, the transformation step terminates
when the present set of subnetworks does not change for N
successive stages. A present set of subnetworks at the
termination of the transformation step for the example given
is shown in FIG. 9.

When the transformation step is complete, processor 12,
as is indicated by the flow diagram of FIG. 2 normally
proceeds to a next execution of the improvement step 24 for
reordering nodes of the present minimal path. Then proces-
sor 12 carries out the next execution of an improvement step
applying the same node reordering rules it applied during the
first execution of the improvement step except that instead
of utilizing data from the initial set of subnetworks shown in
FIG. §, processor 12 utilizes data from the present set of
subnetworks as the present set of subnetworks exist at the
time of termination of the last execution of the transforma-
tion step.

Generally, processor 12 will alternate between executing
the improvement step 24 and the transformation step 26 until
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an exit condition is satisfied. An exit condition may be
satisfied either after execution of the improvement step or
the transformation step as is indicated by decision blocks 30
and 32 of the flow diagram of FIG. 2. The minimal path
finding method of the invention is exited at block 30 after
execution of an improvement step if, during the improve-
ment step, no node reordering is realizing during application
of the node reordering rules utilizing data from the each of
the first N subnetworks. That is, processor 12 exits the
minimal path finding method after execution of the improve-
ment step if the improvement step is terminated without
there being realized any node reordering during the step.
Processor 12 exits the minimal path finding method after
executing transformation step 26 at block 32 if execution of
the transformation step does not result in any weights of any
edges in the present set of subnetworks being changed
during the first N stages of the transformation step. That is,
processor 12 terminates the minimal path finding method
after executing the transformation step 26 if no edge weight
change is realized during the step.

It will be seen then, that the minimal path finding method
could feasibly be exited either after a first execution of an
improvement step 30, without executing a transformation
step 26 or after a first execution of the transformation step
26 if the appropriate exit conditions are satisfied, although
instances of this situation occurring will be rare especially
for large node problems. Skilled artisans will recognize
further that the particular ordering of the improvement step
and the transformation step described herein is not essential
to practice of the invention, although it is generally
preferred, for computation time purposes, to execute the
improvement step prior to executing the transformation step.
That is, it should be well understood that an embodiment of
the invention wherein a transformation step is carried out
prior to an improvement step is the equivalent of an embodi-
ment where the ordering of these steps is reversed.

When the minimal path finding method is exited at block
30 or at block 32 processor 12 at step 34 stores into memory
space 14 the present minimal path resulting from the last
execution of the improvement step 24 as the minimal
Hamiltonian path and may store the sum of the edge weights
of edges connecting the nodes of the minimal path into
memory space 14 as the minimal Hamiltonian cycle.

The following examples illustrate the dramatic reduction
in computation time, and decreased component degradation
realized with the present invention as compared with the
alternative method for finding a precise solution to minimal
Hamiltonian cycle type problems involving construction of
all possible solutions.

Example 1

To solve the problem of finding the minimum Hamilto-
nian cycle, the computer system is designed as shown in
FIG. 1. The Intel® Pentium Pro® processor, 200 MHZ, 512
KB cache, is used.

The machine tool has been exploited to machine 30
details and the times, necessary to adjust its equipment
during the passage from machining one of the 30 details to
machining any other detail of the given set, have been
mastered. The times (in minutes) are given in the table of
FIG. 10.

It is required to find the optimum regime of the machine
tool exploitation (the optimum order of feeding details to be
machined).
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Found:
The optimum order of feeding details to be machined:
1-5-2-10-6-7-11-28-27-14-15-29-17-4-20-18-9-3-12-23-
8-30-13-25-21-22-24-19-26-16-1;
The total equipment adjustment time, when machining 30
details: 90 min;

Computer running time: 4.4 sec.

Example 2

To solve the Traveling Salesman Problem, the computer
is designed as shown in FIG. 1. The Intel® Pentium Pro®
processor, 200 MHZ, 512 KB cache, is used.

The network consists of 50 USA capital cities and
Washington, D. C. (the between-cities distances have been
determined with the aid of US Atlas, v. 4.0©, developed by
The Software Tool Works, Inc. and Electro Map, Inc.). The
distances are given in the table of FIG. 11. It should be noted
that the rule of triangle for the found between-cites distances
is not fulfilled in 245 cases.

It is required for the network given to find the minimum
Hamiltonian cycle (solve the Traveling Salesman Problem).

The salesman’s optimum route is:

Albany-Harrisburg-Charleston-Columbus-Frankfort-
Indianapolis-Lansing-Madison -Springfield-Jefferson
City-Topeka-Lincoln-Des Moines-St. Paul-Bismarck-
Pierre -Cheyenne-Denver-Salt Lake City-Helena-
Boise-Salem-Olympia-Juneau-Honolulu -Sacramento-
Carson City-Phoenix-Sante Fe-Oklahoma-Austin-
Baton Rouge-Jackson -Little Rock-Nashville-Atlanta-
Montgomery-Tallahassee-Columbia-Raleigh-
Richmond -Washington, D.C.-Annapolis-Dover-
Trenton-Hartford-Providence-Boston-Concord
-Augusta-Montpelier-Albany.

The length of the optimum route: 16,244 miles.

The computer running time: 47.4 sec.

Example 3

To solve the problem of the existence of a Hamiltonian
cycle in graph, the computer is designed as shown in FIG.
1. The Intel® Pentium Pros processor, 200 MHZ, 512 KB
cache, is used.

The graph of 50 nodes is given by a weights matrix. The
edges belonging to the graph are of zero weight; those,
complemented to be strongly connected, have the weight
equal to 1. The graph is given with the help of the generator
of random numbers (with the fixed maximum values of its
nodes’ degree equal to 4). The weights of the graph are given
in the table of FIG. 12.

It is required for the graph given to:

find if a Hamiltonian cycle exists in it (if yes, what is);

find if other Hamiltonian cycles exist.

Found:

The cycle in the graph:

1-21-48-26-41-44-36-43-17-38-30-22-34-42-6-45-46-19-

40-18 -32-31-29-20-16-39-12-15-2-50-8-9-24-5-7-3-
49-25-27-47-33 -35-14-4-13-23-28-11-10-37-1;

In the graph there exist other Hamiltonian cycles;

the computer running time: less than 0.075 sec.

Example 4

The computer system of FIG. 1 is configured to solve a
Hamiltonian cycle in graph type problem. Processor 12 is
provided by a Intel® Pentium Pro® processor having 200
MHZ, 512 KB cache and 64 MB RAM.
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Using the random digits generator there were realized
graphs; for each of five values of the total number of graph
nodes N+25, 50, 100, 200 and 400 there were realized 50
random graphs. Then for each of these graphs, there was
solved the problem of existence of the Hamiltonian cycle in
the graph, using the method according to the invention. In
the following table for each of five values N there is given
the maximal (across the ensemble of 50 realizations) dura-
tion of computer time t, spent for the corresponding problem
solution:

N 25 50 100 200 400

t, sec 0.546 5.77 56.8 422 3445

All of the maximal time values were realized in the cases
where the graph lacked the Hamiltonian cycle. If the Hamil-
tonian cycle was available, the time spent for computations
was much shorter.

Example 5

To solve the Traveling Salesman problem the computer is
designed as shown in FIG. 1. The Intel® Pentium Pro®
processor, 200 MHZ, 512 KB cache and 64 MB RAM is
used.

Using the random digits generator there were realized the
networks; for the values of the total number of network
nodes N+25, 50, 100 and 150. The maximal deviation of
weights of the edges in these networks § was +-5, +-100 or
+-500. For each value of £ and for each of N=25 and 50
there were realized 50 networks; for each value of € and for
each of N=100 and 150 there were realized 10 networks.

Then for each of these networks there was solved the
Traveling Salesman problem, using the method according to
the invention. In the following table for each of values of N
and for § there is given the average (across the ensemble of
50 (10) realizations) duration of computing time t, spent for
the corresponding problem solution:

N 25 50
g 5 100 500 5 100 500
t, sec 1.866 2.286 2.405 29.03 38.27 40.93
100 150
5 100 500 5 100 500
649.5 836.4 1038 1781 3528 4072

While the present invention has been particularly shown
and described with reference to the preferred mode as
illustrated in the drawing, it will be understood by one
skilled in the art that various changes in detail may be
effected therein without departing from the spirit and scope
of the invention as defined by the claims.

What is claimed is:

1. A computer-implemented method in support of solving
an NP-complete-type problem, said method comprising the
steps of:

recording in a memory of said computer a primary

network having N nodes represented by a matrix of
edge weights;

forming an equivalent representation of said primary

network as a set of N subnetworks, wherein each of
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said N subnetworks has a like number of nodes and all
edges incident to one node of each of said N subnet-
works have zero weight;
improving a present path by application of reordering rule
means for reordering nodes of said subnetworks suc-
cessively utilizing data from each of said N subnet-
works until for a complete cycle of application of data
from each of said N subnetworks to said reordering rule
means, no subnetwork is reordered;
transforming by application of edge weight changing rule
means for changing weights of edges of said subnet-
works successively utilizing data from each of said N
subnetworks until for a complete cycle of application of
data from each of said N subnetworks to said edge
weight changing rule means, no edge weight is
changed; and
repeating said improving and transforming steps until said
path cannot be reordered by application of said reor-
dering rule means, and said edge weights cannot be
changed by application of said edge weight changing
rule means.
2. The method of claim 1, wherein said reordering rule
means includes means for comparing a weight of a connect-
ing edge connecting a certain node of said path to an edge
weight of non-incident edges of said path.
3. The method of claim 1, wherein said reordering rule
means includes:
comparing means for comparing a weight of a connecting
edge connecting a connected node of said path to edge
weights of non-incident edges of said path; and

means responsive to said comparing means for interpos-
ing said connected node between nodes of said path
incident to an edge having greater weight than a weight
of said connecting edge.

4. The method of claim 1, wherein said edge weight
changing rule means includes testing means for testing
whether a connecting edge of said path has greater or equal
weight than weights of remaining non-incident edges of said
path.

5. The method of claim 1, wherein said edge weight
changing rule means includes:

testing means for testing whether a connecting edge of

said path has greater or equal weight than weights of

remaining non-incident edges of said path; and
means responsive to said testing means for reducing

weights of certain edges of said set of subnetworks.

6. The method of claim 1, wherein said method further
includes the step of storing said present path as a minimal
Hamiltonian path when said path cannot be changed by
application of said reordering rule means, and said edge
weights cannot be reduced by application of said edge
weight changing rule means.

7. The method of claim 1, wherein said method further
includes the step of storing a cycle associated with said
present path as a minimal Hamiltonian cycle when said path
cannot be reordered by application of said reordering rule
means, and said edge weights cannot be changed by appli-
cation of said edge weight changing rule means.

8. The method of claim 1, wherein a first execution of said
improving step occurs prior to a first execution of said
transforming step.

9. The method of claim 1, wherein a first execution of said
transforming step occurs prior to a first execution of said
improving step.

10. The method of claim 1, wherein said forming step
includes application of equivalent subnetwork formation
rule means utilizing said edge weights of said primary
network.
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11. The method of claim 1, wherein said edge weights of
said primary network have binary values.

12. The method of claim 1, wherein said edge weights of
said primary network have nonbinary values.

13. The method of claim 1, wherein said edge weights of
said primary network have nonbinary positive and negative
values.

14. The method of claim 1, wherein said edge weights
represent distances between locations.

15. The method of claim 1, wherein said primary network
is designed to model motion of a machine tool.

16. A computer system in support of solving an
NP-complete-type problem, said computer system compris-
ing:

recording means recording in a memory of said computer

system a primary network having N nodes represented
by a matrix of edge weights;
forming means forming an equivalent representation of
said primary network as a set of N subnetworks,
wherein each of said N subnetworks has a like number
of nodes and all edges incident to one node of each of
said N subnetworks have zero weight;
improving means improving a present path by application
of reordering rule means for reordering nodes of said
subnetworks successively utilizing data from each of
said N subnetworks until for a complete cycle of
application of data from each of said N subnetworks to
said reordering rule means, no subnetwork is reordered;

transforming means transforming by application of edge
weight changing rule means for changing weights of
edges of said subnetworks successively utilizing data
from each of said N subnetworks until for a complete
cycle of application of data from each of said N
subnetworks to said edge weight changing rule means,
no edge weight is changed; and
repeating means repeating application of said reordering
rule means and said edge weight changing rule means
until said path cannot be reordered by application of
said reordering rule means, and said edge weights
cannot be changed by application of said edge weight
changing rule means.
17. The computer system of claim 16, wherein said
reordering rule means includes means for comparing a
weight of a connecting edge connecting a certain node of
said path to an edge weight of non-incident edges of said
path.
18. The computer system of claim 16, wherein said
reordering rule means includes:
comparing means for comparing a weight of a connecting
edge connecting a connected node of said path to edge
weights of non-incident edges of said path; and

means responsive to said comparing means for interpos-
ing said connected node between nodes of said path
incident to an edge having greater weight than a weight
of said connecting edge.

19. The computer system of claim 16, wherein said edge
weight changing rule means includes testing means for
testing whether a connecting edge of said path has greater or
equal weight than weights of remaining non-incident edges
of said path.

20. The computer system of claim 16, wherein said edge
weight changing rule means includes:

testing means for testing whether a connecting edge of

said path has greater or equal weight than weights of

remaining non-incident edges of said path; and
means responsive to said testing means for reducing

weights of certain edges of said set of subnetworks.
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21. The computer system of claim 16, wherein said
computer system further includes means for storing said
present path as a minimal Hamiltonian path when said path
cannot be reordered by application of said reordering rule
means, and said edge weights cannot be changed by appli-
cation of said edge weight changing rule means.

22. The computer system of claim 16, wherein said
computer system further includes the step of storing a cycle
associated with said present path as a minimal Hamiltonian
cycle when said path cannot be reordered by application of
said reordering rule means, and said edge weights cannot be
changed by application of said edge weight changing rule
means.

23. The computer system of claim 16, wherein a first
execution of said improving means occurs prior to a first
execution of said transforming means.

24. The computer system of claim 16, wherein a first
execution of said transforming means occurs prior to a first
execution of said improving means.

25. The computer system of claim 16, wherein said
forming means applies equivalent subnetwork formation
rules to said primary network.

26. The computer system of claim 16, wherein said edge
weights of said primary network have binary values.

27. The computer system of claim 16, wherein said edge
weights of said primary network have nonbinary values.

28. The computer system of claim 16, wherein said edge
weights of said primary network have nonbinary positive
and negative values.

29. The computer system of claim 16, wherein said edge
weights represent distances between locations.

30. The computer system of claim 16, wherein said
primary network is designed to model motion of a machine
tool.

31. A memory device including a program for execution
by a computer system, wherein said program configures said
computer system to:

record in a memory of said computer system a primary

network having N nodes represented by a matrix of
edge weights;

form an equivalent representation of said primary network

as a set of N subnetworks, wherein each of said N
subnetworks has a like number of nodes and all edges
incident to one node of each of said N subnetworks
have zero weight;

improve a present path by application of reordering rule

means for reordering nodes of said subnetworks suc-
cessively utilizing data from each of said N subnet-
works until for a complete cycle of application of data
from each of said N subnetworks to said reordering rule
means, no subnetwork is reordered;

transform by application of edge weight changing rule

means for changing weights of edges of said subnet-
works successively utilizing data from each of said N
subnetworks until for a complete cycle of application of
data from each of said N subnetworks to said edge
weight changing rule means, no edge weight is
changed; and

repeat application of said reordering rule means and said

edge weight changing rule means until said path cannot
be reordered by application of said reordering rule
means, and said edge weights cannot be changed by
application of said edge weight changing rule means.

32. The memory device of claim 31, wherein said reor-
dering rule means includes means for comparing a weight of
a connecting edge connecting a certain node of said path to
an edge weight of non-incident edges of said path.

33. The memory device of claim 31, wherein said reor-
dering rule means includes:

comparing means for comparing a weight of a connecting

edge connecting a connected node of said path to edge
weights of non-incident edges of said path; and
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means responsive to said comparing means for interpos-
ing said connected node between nodes of said path
incident to an edge having greater weight than a weight
of said connecting edge.

34. The memory device of claim 31, wherein said edge
weight changing rule means includes testing means for
testing whether a connecting edge of said path has greater or
equal weight than weights of non-incident edges of said
path.

35. The memory device of claim 31, wherein said edge
weight changing rule means includes:

testing means for testing whether a connecting edge of
said path has greater or equal weight than weights of
non-incident edges of said path; and

means responsive to said testing means for reducing

weights of certain edges of said set of subnetworks.

36. The memory device of claim 31, wherein said pro-
gram of said memory device further configures said com-
puter system to store said present path as a minimal Hamil-
tonian path when said path cannot be reordered by
application of said reordering rule means, and said edge
weights cannot be changed by application of said edge
weight changing rule means.

37. The memory device of claim 31, wherein said pro-
gram of said memory device further configures said com-
puter system to store a cycle associated with said present
path as a minimal Hamiltonian cycle when said path cannot
be reordered by application of said reordering rule means,
and said edge weights cannot be changed by application of
said edge weight changing rule means.

38. The memory device of claim 31, wherein said pro-
gram configures said computer system so that a first appli-
cation of said reordering rule means is prior to a first
application of said edge weight changing rule means.

39. The memory device of claim 31, wherein said pro-
gram configures said computer system so that a first appli-
cation of said edge weight changing rule means is prior to a
first application of said reordering rule means.

40. The memory device of claim 31, wherein said pro-
gram configures said computer system to apply equivalent
subnetwork formation rule means utilizing said edge
weights of said primary network.

41. The memory device of claim 31, wherein said pro-
gram configures said computer system so that said edge
weights of said primary network have binary values.

42. The memory device of claim 31, wherein said pro-
gram configures said computer system so that said edge
weights of said primary network have nonbinary values.

43. The memory device of claim 31, wherein said pro-
gram configures said computer system so that said edge
weights of said primary network have nonbinary positive
and negative values.

44. The memory device of claim 31, wherein said pro-
gram configures said computer system so that said edge
weights represent distances between locations.

45. The memory device of claim 31, wherein said pro-
gram configures said computer system so that said primary
network is designed to model motion of a machine tool.

46. The memory device of claim 31, wherein said memory
device is transportable.

47. The memory device of claim 31, wherein said memory
device is a floppy disk.

48. The memory device of claim 31, wherein said memory
device is a compact disk.
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